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(NASA 2021 )
Due to limited physical access to the structure and modules aboard the ISS, data
from the station's sensors need to be transmitted to mission control permitting
ground support services to monitor the condition of the station. Sensors include:
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[Malesky Mallory] [Stenzel C]

We propose to build a data-hub to collect data from the sensors which is stored
locally and then transmitted to ground control in a single burst transmission as radio
bandwidth is limited. [Appendix 1]
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(Anthony, 2013) (OpenSCAP, 2022)

We have made a number of assumptions about the system:

Due to the life-supporting nature of the data, it is important that our solution
addresses the security triad of confidentiality, integrity, and availability. We have used
the OWASP Proactive Control methodology to identify potential risks and their
mitigations (OWASP, n.d.).

“Effective security of network and information systems should be driven by
organisational management and corresponding policies and practices.” (NCCS,
2021)
We secure access to our system by:

1. Log Analysis — checking who is attempting to access the system and locking
out unverified users.

2. Firewalls and network monitoring — blocking access to various parts of the
network

We use Github’s Dependabot service to identify new versions of libraries we
leverage, and automatically update our development branch. Any known
vulnerabilities for libraries and tools we use are listed on page 17. Additionally static
code analysis using Bandit and Sonarqube is conducted to identify potential security
issues during development.
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Data integrity is enforced through three methods:

1. Access restricted secure API. HTTPS requests include a custom header
value X-ACCESS-TOKEN containing a JWT encoded token (Jones, 2015).
Requests without this token are refused and flagged as suspicious.

2. IP address restrictions. We limit access to a pool of permitted addresses
defined in the Web Application Firewall that sits between our CDN and API
endpoints.

3. Network monitoring. Requests are completed only if the requesting IP is on
our IP address white list, stored in the application. We use Snort intrusion
detection system to monitor network traffic and alert us to any suspicious
behaviour.

Client and server data is checked at each step in the system through the use of
features like escaping single quotes to prevent SQL injection attacks.

All user inputs are validated by the application using a series of Regex checks to
ensure that the input is in the expected format.
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Accounts are stored in an LDAP Database. Identity is verified using passwords
enforced by system group policies, ensuring passwords meet best practice in
complexity and prevents users from utilising known common passwords.

Passwords are only one step in securing an account. Microsoft recently found that
implementing MFA increases an account's security by 99.9% (Weinert, 2019). We
use the python PY-OTP library to provide a OTP code, as described in the sequence
diagram in Figure 4 overleaf.
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User security is provided by separation between the application tier and the security
tier. User accounts are stored in an LDAP Database with security GPOs applied
defining access rights and account lockout policies. The process of authentication is
shown in Figure 5. The Linux infrastructure is configured with fail2ban software to
lock access if non authorised access is attempted.

Data protection Is implemented by two main tenants,
1. End-to-end encryption via SSL certificates, securing all data while in transit.
2. Encrypted-at-rest model. Data is stored in an encrypted state when not being

transferred across the network.

Security logging is a three part process:
1. VM Hosts forward security events to a central server for alerting and analysis.
2. Network Traffic is monitored by an IDS to identify security threats.
3. FIM (File Integrity Monitoring) is enabled on key system files.
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Complete exception handling is provided by the software, and tested by unit tests
and user acceptance tests. The microservice design ensures that service is
maintained by another pod taking over from any failed instance.

Our “High Availability” solution, once deployed, cannot be taken offline by the failure
of a single component or service. We deliver a robust mechanism for the capturing
and analysis of data, using redundant clustered microservices and fault tolerant
storage.

Failover technology ensures 24/7 availability. Services consist of three functional
nodes permitting for the failure of any two nodes without affecting delivery.

Responsible for replication of data captured from ISS sensors and stored on ISS
local storage, this layer enables the download of data to mission control,
communicating with the ISS via fully authenticated and encrypted REST API’s.
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Data from the ISS sensors is ingested by a Kafka message queue service. The data
is analysed based on a defined rule set. Should the data fall outside the expected
range for the sensor type, mission control is alerted. The data is archived to a local
DBMS.

The Data Collection layer is designed using container architecture to allow for
maximum horizontal scaling of the solution (Nguyen et al., 2020).
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Permits ground control to change parameters and toggle sensors through the use of
APIs. The functionality is detailed in table 6 and an overview of the system is
described in Figure 8a.

Figure 9 overleaf illustrates a use case diagram for the command and control layer
dashboard.

SSDCS TEAM III (April 2022) Page 12
word count: 1038



SSDCS TEAM III (April 2022) Page 13
word count: 1038



Our system is built on a microservices architecture to ensure high availability and
scaling. (Nguyen et al., 2020). After investigating functionality and ease of
deployment we decided to implement the core HA components using a multi-node
Kubnetetes cluster, as depicted in Figure 5  (Vayghan et al., 2018).

Our PostGres SQL database is normalised and split into two main areas:

● Security and Authentication
● Data Logging

There are two tables: USER, storing account details  and AUDIT, which stores logon
and logoff events.
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There are two tables: SENSOR, for the details of each sensor, and READING to
store the data read from each sensor.
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There are three main classes in the software, detailed in Figure 13.
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Below is a table listing the tools and versions we will use for the application, as well
as the reason for each one’s choice.
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We will use the following Python libraries:

We will use the following static code analysis tools to ensure our code follows Python
best practices, and reduce the possibility of security issues.

We have checked the above tools for known vulnerabilities. Any CVEs that remain
unaddressed in the versions we are using are listed below:
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ISS Speed of Radio Transmission
Rearranged to𝑆𝑝𝑒𝑒𝑑 = 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑇𝑖𝑚𝑒 𝑇𝑖𝑚𝑒 =  𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒
𝑆𝑝𝑒𝑒𝑑

Speed constant is calculated by or 299792458 m/s time taken to𝐶 = 𝑓λ
communicate with the ISS would be

𝑇 = 400000
299792458

Which results in a transmission time of 0.001334 seconds this assumes data is
beamed directly from the ISS to a ground station which is not the case

The ISS is at an elevation of 400km the data covers a much greater distance to
reach Earth. The ISS transmits the signal to a satellite positioned as high as
35,786km. Only from there can it reach ground space communication stations. This
means the total distance covered by data from the ISS and the reply signal sent back
is about 150,000 kilometres.

𝑇 = 150000000
299792458

Which results in a true transmission time of 0.5003 Seconds 500.3 milliseconds
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